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ABSTRACT 

There are several ways to learn from data 

using machine learning, which is a wide 

word. Using these technologies, big real-

world datasets might be quickly converted 

into apps that help patients and healthcare 

providers make better decisions. Patient-

provider-level decision-making was 

intended to be informed by published 

observational studies on the use of machine 

learning. Two reviewers independently 

assessed papers that met the qualifying 

criteria after implementing the search 

technique. Different statistical programs 

and procedures were employed in the 

selected investigations. A decision tree and 

a random forest were the two most frequent 

techniques. Less than 1% of the research 

used external validation, while the majority 

used internal validation. Only eight 

research used more than one machine 

learning method to analyze the data. In the 

application of machine learning techniques 

to patient-provider decision making, a 

broad range of methodologies, algorithms, 

statistical software, and validation 

procedures were used. Multiple machine 

learning methodologies must be employed, 

the model selection process must be clearly 

specified, and both internal and external 

validation is required to guarantee that 

choices for patient care are based on the 

most accurate evidence possible. 

 

Key words: Machine learning, Decision 

making, Decision tree, Random Forest, 

automated neural network. 

 

INTRODUCTION 

The smart healthcare system has gotten a lot of attention recently, because to advancements in 

medical infrastructure (A. Grewal, M. Kaur, and J. H. Park, 2019). 'Smart healthcare' is a 

relatively new idea that refers to a system of guidelines that encompasses all four facets of 

patient care: prevention, diagnosis, treatment, and management. Smart medical systems can 

connect and share information at any time and from any location, unlike conventional medical 

systems (M. Kang, et al., 201). Smart healthcare differs from conventional medicine in that it 

is based on the principles of preventability, speed, and interconnectedness of data. Through the 

use of wireless networks and mobile devices, medical professionals may continually monitor, 

process, and evaluate critical medical occurrences (preventability). Every patient's medical 

history is readily available to doctors at any time, allowing them to construct an accurate 

diagnosis and treatment plan without delay (immediacy). To query about medical pictures and 

advice, medical workers may enter into the medical system from any location and get patient 

referral information via the medical network (interconnection of information).  

 

In order to perform these activities, new digital technologies are needed. For transactions, BC 

adheres to strict privacy guidelines. For the administration of information systems, it is 

primarily utilized to ensure safe storage, transactions, process automation, and other 

applications (M. Tahir, et al., 2020). In healthcare, ML is the premier technology for 

complicated analysis, intelligent judgment, and innovative problem solution (W. Li, et al., 

2021). Prior research on the use of digital technology in the smart healthcare sector has been 
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focused on a single area or nation. This is changing. No research has been done to determine 

where these two medical innovations are right now. The association between authors, 

affiliations, keywords, and research hot spots has not been examined in any relevant study. It 

has become more important to combine the perspectives of researchers from a variety of 

disciplines in the study of smart healthcare during the last five years, in order to get a fuller 

understanding of its current condition. The goal of this study was to use bibliometric 

visualization to show how ML is being used in smart healthcare investigations. ML approache 

may be used in the healthcare industry in a thorough evaluation offered in this research. 

Researchers, journals, sponsors, and funding sources are all taken into account when we assess 

the current state of research in various nations, institutions, and fields. As an added bonus, this 

study presents a breakdown of the many ways the art has been used in the medical profession. 

Our findings will help medical professionals make the most of ML as a treatment option. 

Lastly, we look at the most recent research trends based on ML in order to provide researchers 

a research path to follow in the future. 

 

BACKGROUND AND RELATED WORK  

Clinical imaging  

When it came to clinical data, the earliest applications of deep learning to image processing 

came from studies of brain MRI scans in order to forecast Alzheimer disease and its variants 

(Liu S, et al., 2014). A hierarchical representation of low-field knee MRI data was inferred 

using CNNs to automatically partition cartilage and predict the likelihood of osteoarthritis in 

different medical domains (Prasoon A, et al., 2013). Despite the fact that this technique relied 

on 2D photos, the results were superior to those of a more advanced strategy that used manually 

picked 3D multi-scale features. Multiple sclerosis lesions and breast nodules were also 

segmented using deep learning in multi-channel 3D MRI (Yoo Y, et al., 2013) as well as in 

ultrasound images. With the help of professional ophthalmologist annotations, Gulshan et al. 

(2016) employed CNNs to diagnose diabetic retinopathy in retinal fundus photos, achieving 

excellent sensitivity and specificity across about 10,000 test images. A large data set of 130 

000 pictures (1942 biopsy-labeled test images) was used to evaluate the CNNs' ability to 

correctly categorize biopsy-proven clinical images of distinct forms of skin cancer 

(keratinocyte carcinomas vs benign seborrheic keratoses and malignant melanomas against 

benign nevi) (Esteva A, et al., 2011). 

 

Genomics  

 

In high-throughput biology, machine learning is used to capture the inherent structure of 

increasingly massive and high-dimensional datasets (e.g. DNA sequencing, RNA 

measurements). Improved performance over standard models, more interpretable data and new 

insights into the structure of biological data may be gained by using deep models. Neuronal 

networks in genomics were the first to replace traditional machine learning with deep structures 

without altering the input information. The splicing activity of individual exons was predicted 

by Xiong et al. (2015) using a fully connected feed-forward neural network. In order to train 
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the algorithm, more than 1000 specified characteristics were retrieved from the candidate exon 

and its immediate surroundings. As opposed to simpler methods, our strategy was able to 

predict splicing activity more accurately and detect uncommon mutations associated with 

splicing misregulation using machine learning and artificial intelligence.  

 

Mobile monitoring  

 

A wide range of mobile applications, including health monitoring, are being transformed by 

sensor-equipped smartphones and wearables (Shameer K, et al., 2017). One wearable gadget 

can now keep track of a variety of medical risk indicators as the line between consumer health 

wearables and medical devices blurs. Patients might have direct access to personal analytics 

via these devices, which could improve their health, promote preventative treatment, and assist 

in the management of chronic illnesses (Piwek L, et al., 2016). The analysis of this new sort of 

data relies heavily on machine learning. However, because of hardware restrictions, only a few 

recent publications have exploited deep models in the health care sensing area. It is still a 

challenge to operate an efficient and reliable deep architecture on a mobile device to analyse 

noisy and complicated sensor data (Ravi D, et al., 2017). Hardware restrictions were the subject 

of many research. Lane and Georgiev (2015) suggested a low-power deep neural network 

inference engine that used both the CPU and DSP of the mobile device without causing any 

severe encumbrance on the hardware. Their DeepX software accelerator should reduce the 

device resources needed for deep learning, which is now a major roadblock to mobile adoption 

 

RESEARCH METHODOLOGY 

Research questions  

The following questions were developed and used to analyse the existing research on machine 

learning in data analysis in hospitals for decision making.  

RQ1: What is the application of machine learning in healthcare? 

RQ2: what are the challenges of applying machine learning in healthcare? 

 

Locating studies 

 

Data analytics, big data, data mining, machine learning, and healthcare were the initial targets 

of the search strategy protocol, which included five single search terms, three platforms 

(EBSCOhost, ProQuest, and Scopus), the use of Boolean operators (AND/OR), a search of all 

fields, and two main exclusion criteria—only papers published by academic journals in English 

were considered. In order to discover the final list of relevant papers, this search approach was 

tried and adjusted several times. An initial step toward improving relevancy was adding more 

precise terms (such as "artificial intelligence," "business intelligence," and "internet of things"), 

more specific concepts (such as "healthcare," "business intelligence," and "machine learning," 

as well as the term "healthcare," due to the lack of standardization between the terms 

"healthcare" and "healthcare" in publications and academic texts). The Boolean expression was 
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also used to abstractions instead of all fields or text to regulate the scope, which helped boost 

sensitivity. Finally, the search for publications took conference materials into account.  

 

Study selection and evaluation  

 

8,529 articles were discovered and reviewed for the following reasons: duplicates (16.4 

percent), not linked to data science disciplines (29.4%), not entirely focused on healthcare 

systems (47.4%), and without an electronic file were excluded (0.4 percent). Only 576 papers 

(6.8 percent) from the original collection were approved as the final publication set for this 

study. These 576 papers were categorized into two sets: theoretical and applied publications, 

for the sake of this study. Over a period of five years, a total of 105 theoretical articles were 

included in this research, with the majority of them focusing on the advantages and 

disadvantages of applying data analytics and machine learning to healthcare systems as a 

whole. A different collection of 471 papers was devoted to the use of data science, data 

analytics, and machine learning algorithms to healthcare systems, each of which dealt with a 

distinct issue, illness, medical condition, or ailment.  

 

Analysis and synthesis 

 

The included papers were subjected to a quantitative and qualitative examination. An extensive 

review was conducted in accordance with the PICO Framework. This means that each article 

was evaluated in terms of journal topic, surgical domain, number and composition of cohorts, 

study timing, whether it was conducted retro- or prospectively; outcome focused on; ML 

technique applied; number of included predictor variables; method to compare ML with; results 

of comparison; strengths; weaknesses; predicted CDM effect. With 95 percent confidence 

intervals, reported AUROC values for ML were extracted and then compared to traditional 

techniques if appropriate. The best ML and traditional techniques were utilized in order to get 

the greatest overall results. R (R Foundation for Statistical Computing) and RStudio (RStudio, 

Vienna, Austria) were used to perform the statistical analyses (RStudio, Inc., Boston, USA). 

 

RESULTS  

Descriptive statistics  

The search strategy was run and identified a total of 34 publications that utilized machine 

learning methods for individual patient-level decision making. The most common reason for 

study exclusion, as expected, was due to the study not meeting the patient-level decision 

making criterion. Most of the real-world data sources included retrospective databases or 

designs (79.4%), primarily utilizing electronic health records. 
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Results for research question 1 

 

What is the application of machine learning in healthcare? 

A patient's condition may be interpreted using ML techniques since they can detect related 

instances, establish normalcy statistics, and locate outliers in large datasets. They might help 

improve healthcare, regardless of whether they are used to diagnose or estimate risk. Some ML 

applications for clinical data interpretation are theoretically solid, but they do not address 

genuine clinical demands and concentrate on binary categorization of normal vs. abnormal 

(Madani A, et al., 2018), which severely restricts their utility in everyday clinical practice. 

Furthermore, studies that demonstrate an effect on objective clinical outcomes rather than on 

surrogate measures are still required. The way ahead is via the development of consensus 

suggestions on how to deal with a clinical requirement using ML and the deeper integration of 

technical and clinical contributions. 

 

It is up to the clinician to decide whether to watch the patient and wait until an incident prompts 

the need for a decision, gather additional data to increase the probability of making the 

appropriate choice, undertake an intervention and monitor the result. Physicians may use cost-

effective machine learning algorithms to determine the best course of action (Funkner AA, et 

al., 2017). The prediction power of ML approaches based on imaging has been evaluated in 

many research. When compared to standard prediction models, an echocardiography-based DL 

model proved to be more accurate in predicting in-hospital mortality in patients with coronary 

heart disease and heart failure (Kwon J, et al., 2019). It was found that an ensemble machine 

learning (ML) approach that examined SPECT myocardial perfusion studies performed better 

than an experienced reader in patients with suspected coronary artery disease, or in 

combination of the reading physicians at predicting major adverse cardiovascular events. One 

last study showed that automated systems may better predict cardiovascular events when fed 

CT images from asymptomatic as well as stable and acute chest pain cohorts into a DL 

implementation. On top of ECG measurements and cardiopulmonary exercise tests, a large 

population of people with congenital heart disease was assessed for prognosis and treatment 

based on machine learning, rather than imaging (Diller G-P, et al., 2019). 

 

ML has recently found the interaction between previously unrelated imaging tests via the 

discovery of previously overlooked correlations. Utilizing mammography, a ML model was 

used to identify individuals with calcifications in their breast arteries and those at high risk of 

cardiovascular disease. It has also been utilized to anticipate anomalies in the macro 

vasculature based on the eye's microvascular properties using ML and the non-invasiveness of 

retinal scanning. Cardiovascular risk factors can be predicted using retinal fundus photographs, 

resulting in an easier and more cost-effective cardiovascular risk stratification (Poplin R, et al., 

2018), or the ML implementation that inferred CAC scores from retinal photographs, which 

proved to be as accurate as CT scan-measured CAC in predicting cardiovascular events. 
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Results for research question 2 

 

What are the challenges of applying machine learning in healthcare? 

Judgments derived from low-level data acquisition and feature extraction activities, such as 

interpreting and making decisions about a patient's state, carry a far greater risk than decisions 

generated from low-level data acquisition and feature extraction tasks. For this reason, ML 

results must be interpreted by the specific experts in different medical fields and verified in a 

much more extensive fashion (e.g, class IIa or class IIb pathways for marketability), 

culminating in randomized, prospective studies. 

 

The extraction of meaningful ideas from raw data is a major difficulty for ML methods to status 

interpretation. This problem is only one of several that arises from the nature of the data itself. 

Training and outcome data's trustworthiness and representativeness are at the heart of the use 

of machine learning in healthcare. A credible measure is needed to compare diverse datasets, 

which is not easy to discover. In addition, data collecting techniques should be structured to 

address changes in gender, ethnicity, and age, as well as unusual outliers, for effective 

interpretation (Bild DE, et al., 2002). Additional consideration should be given to longitudinal 

data, such as during a stress protocol or course of a disease (Lee G, et al., 2019). Three types 

of data are used to train ML models: randomized clinical trials, cohorts, and clinical routine 

real-world data. The quality and completeness of this data varies from high to poor. Data from 

randomized clinical trials, for example, may not be generalizable to other types of data (e.g., 

surveys). This makes the sharing of information across various kinds of data difficult. 

 

Bias, or the lack of representativeness of the training sample, is another major issue with the 

data presently accessible. There have been concerns about the generalizability of multicentre 

studies, which may be skewed toward the techniques of treatment utilized in the investigated 

centres, according to a recent evaluation of risk prediction models (Wynants L, et al., 2019). 

As an example, procedures for cardiac MRI differ widely across institutions and equipment 

vendors. The health disparity between the dominant social group, whose data is used to train 

algorithms, and people of colour might be exacerbated as a result of this prejudice. 

 

When evaluating a trained model in new clinical centers, vigilance is required. ML users can 

witness to the fact that there will always be a trade-off between boosting the system's local 

performance and ensuring that the system generalizes effectively (Futoma J, et al., 2020). It's 

possible that the human predisposition to accept a computer-generated answer without seeking 

for contrary facts may potentially impair clinical interpretation and decision-making. Goddard 

et al. (Goddard K, et al., 2012) found that when the ML solution is trustworthy, it enhances 

human performance, but when the answer is erroneous, human mistakes rises. A diagnostic 

algorithm's failure may be traced back to a number of different factors. Access to training data 

and learning systems equipped with tools that enable recreating the logic behind a choice might 

alleviate some of these difficulties. 
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Discussion  

 

To arrive at a clinical judgment, a physician must look at all the information at their disposal 

and compare it to previous cases or patterns they've learned to identify. In the framework of 

assumed normalcy and typical instances, prior information on therapy effects is employed to 

manage this unique patient. Only extremely experienced therapists may use this 'eminence-

based' strategy. Diagnostic recommendations based on large cohorts or clinical trials 

(Ponikowski P, et al., 2016) are often used by professional organizations. While 

recommendations have greatly improved medical treatment, they do not take into account all 

of the available data. This justifies the usage of ML in this context. Routinely gathered data is 

generally significantly noisier, diverse and incomplete, which is why most machine learning 

models are trained on data from randomized clinical trials (Kalscheur MM, et al., 2018). 

 

By doing imputation or adopting formulations that expressly reflect that the data is partial, ML 

approaches must cope with incompleteness. Aside from the narrow selection criteria of 

cardiology trials (including co-morbidities like ethnicity and gender and age and lifestyle), 

patients may have been treated differently prior to the investigation or at a different stage of 

the disease, and they may undergo different decision pathways during the study. Obtaining 

hard outcomes to train an algorithm is generally challenging, for example, to record death the 

research would need to be performed until everyone dies, which is unrealistic both for time and 

financial restrictions. Patients may have diverse reasons for suffering side effects, even if they 

are documented (Oladapo OT, et al., 2015). 

 

Unsupervised predictive ML/DL algorithms, which may fail to comprehend the context from 

which data have been gathered, may generate undesirable findings that might damage patients 

as a consequence of their inability to correlate input descriptors to outcomes. If input 

descriptors are used to place people according to how similar they are, and this similarity is 

paired with prior information, it may be used to infer a diagnosis or predict a treatment 

response, an unsupervised dimensionality reduction technique seems more promising.  

 

Limitations of the review  

Real-world data needed to create, test, and validate algorithms was never evaluated in this 

research. This review does not explicitly evaluate researchers, but they should be aware that 

real-world data sources have limits no matter what approach is used. It is important for 

researchers to be aware of the degree to which machine learning techniques are dependent on 

the data format and availability, and to examine a proposed dataset to verify that it is adequate 

for the machine learning project when employing observational datasets for research. 

Databases must be thoroughly analysed to determine which factors are included, as well as 

which variables may have predictive or prognostic significance but are not included. 

Retrospective databases' omission of critical information raises questions about their suitability 

for machine learning. Constraints such as unmeasured confounding, bias, and patient selection 

criteria must also be considered. Aside from the obvious considerations, there are things that 

need to be taken into account when adopting these techniques. It is crucial to note that the Luo 
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checklist is a great tool for ensuring that any machine-learning study fulfils high research 

standards for patient care, and particularly involves the examination of missing or possibly 

wrong data (i.e. outliers). In addition, prior to putting the model into action, it is recommended 

that all relevant data be thoroughly evaluated and that a variety of modelling approaches be 

used. 

 

Concluding remarks  

Automated machine learning (ML) methods enable computers to detect patterns in data and 

improve over time. Clinical decision-making is about to undergo a paradigm change because 

to these algorithms and the massive amounts of data generated by the digitization of healthcare 

systems. In order for ML models to be seamlessly integrated into clinical workflows, it is 

necessary to understand the processes that physicians use to make choices, which in turn helps 

identify the areas in which ML models may be most effective. ML might change several parts 

of healthcare, especially cardiovascular medicine, if the challenges and dangers discussed in 

this research can be overcome. Engineers and doctors must work together to design and test 

particular ML-enabled clinical applications in order for the promise to be realized. 
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